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Stopping highly charged ions in a laser-cooled one component
plasma of 24Mg

+
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Abstract

In-trap preparation of highly charged ions (HCIs) for precision mass measurements by cooling in a strongly coupled plasma of laser-cooled
24Mg+ ions is investigated by molecular dynamics simulations. For HCIs electrostatically decelerated below 1 eV the simulation suggests stopping
times of a few 10 �s for high charge states (QHCI = 40, AHCI = 100). The deposited energy is found to be distributed almost over the entire
crystalline plasma of N = 105 24Mg+ ions due to collective target response. Almost all 24Mg+ ions stay within the acceptance range of the laser
cooling force, thus allowing for the maintenance of the plasma conditions and efficient continuous cooling. Energy loss due to collective effects
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nd hard binary collisions can be clearly distinguished, and can be of the same magnitude for the highest projectile charge states. While the former
ne can be described by the action of an effective stopping power, the latter is governed by large statistical fluctuations.
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. Introduction

At present buffer gas cooling [1,2], resistive cooling [3], or
lectron cooling [4] are standard techniques for the cooling of
ot ions to the ambient temperature, which in principle can be
pplied to any ion species of interest. Laser cooling of ions in
raps (see [5] and references therein) in comparison is limited to
small number of ion species, while mK temperatures can be

eached in shorter cooling times. We discuss a cooling scheme
hat can reach temperatures almost as low as those reached
y laser cooling, while not being restricted to a particular ion
pecies using a cold plasma of laser-cooled ions, into which an
on of another species is injected and cooled. This scheme is
nown as sympathetic cooling.

Cooling of one ion species by another has been studied ex-
ensively in traps [6–9]. Here we focus on a method which aims
or delivering cold, highly charged ions for precision nuclear
ass measurements. A more precise determination of the fine

∗ Corresponding author.
E-mail address: michael.bussmann@physik.uni-muenchen.de

M. Bussmann).

structure constant α for example, or a microscopic definition
of the mass unit demand uncertainties of �m/m ≈ 10−10 in
the mass measurement of stable nuclei, while weak interaction
studies (the unitarity of CKM matrix or a test of the CVC hy-
pothesis) must be supplied with data on nuclei far from the re-
gion of stability measured with a relative precision better than
�m/m ≈ 10−8. In the latter case the typical lifetime of the un-
stable nuclei determines the maximum duration of the cooling
process and the measurement. In combination with low pro-
duction rates lifetimes below 100 ms demand fast and efficient
cooling techniques.

For heavy nuclear masses the most precise measurements
have been performed in Penning trap systems [10,11] and be-
sides the now operating systems [12–16] there exists a variety
of plans for future systems [17–20].

The measurement accuracy in a Penning trap can be ex-
pressed by

�m

m
∝ m

tRFBN
1/2
counts

× 1

QHCI
(1)

where tRF is the measurement time, B the magnetic field, and
Ncounts is the number of measurements with individual ions.
387-3806/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.ijms.2006.01.042



180 M. Bussmann et al. / International Journal of Mass Spectrometry 251 (2006) 179–189

Fig. 1. Trajectory of the HCI through the crystalline plasma in side view (left), the ion having entered from the left, and front view (right). Plasma density:
nMg = 4.23 × 1013 m−3, initial energy: Ekin,HCI = 300 meV, charge state: QHCI = 30, time: t = 11.4 �s. Only a slice through the symmetry plane of the crystal is
displayed to reveal the crystalline structure.

While increasing the magnetic field is costly and limited in
gain, and a significant increase of tRF or Ncounts might be im-
possible for radioactive nuclei, breeding ions to higher charge
states QHCI can be readily applied and gives a considerable in-
crease in precision. With highly charged ions relative accuracies
of �m/m ≈ 10−8 − 10−9 can be envisaged for tRF < 100 ms.
So far the most advanced trap systems in the field, ISOLTRAP
at CERN, working with singly charged radioactive ions, and
SMILETRAP working with highly charged stable ions, have
reached a residual systematic uncertainty of 8 × 10−9 [10] and
10−9–10−10 [11], respectively.

In this work we propose a new way of cooling highly charged
radioactive ions after charge breeding, typically performed in
an electron beam ion source (EBIS), using a combination of
electrostatic deceleration of the HCIs and sympathetic cooling
in a laser-cooled plasma.

The need for cooling the ions arises from both the ion trans-
port as well as from the accuracy required for precision mass
measurements, because the ion bunch suffers from an energy
spread of some 10–100 eV, which does not fit the energy accep-
tance of a precision Penning trap.

Traditional buffer gas cooling in a radio frequency
quadrupole (RFQ) cannot be applied to highly charged ions,
since charge exchange between the buffer gas atoms and the
highly charged ions at a gas pressure of the order of 10−1 mbar
would result in recombination losses of the high charge states.
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two demands to be fulfilled:

(1) The HCI should be efficiently stopped in and later extracted
from the plasma in a time short enough to allow for fast
transport to a precision trap.

(2) The energy deposited in the plasma should not destroy the
cold plasma but should instead be distributed over the whole
plasma to be quickly cooled by laser cooling.

2. Molecular dynamics simulation of the stopping
process

In the following we will use the terms projectile, labeling
those particles with a high initial energy, usually the HCI, and
target, labeling the particles of the cooling medium, to distin-
guish between these two species. Generally the target temper-
ature is kept at an almost constant value via an efficient cool-
ing technique like laser cooling. The cooling rates depend on
the strength of the mutual Coulomb-interaction and therefore
increase with the square of the charge state of the projectile.
Furthermore, the energy transfer is not limited to a finite range
of relative projectile–target velocities, and a proper choice of
target properties can maximize the heat transfer rate.

Our study focuses on the energy transfer from highly charged
ions of some 100 meV initial kinetic energy to a crystalline en-
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esistive cooling requires a cold trap environment and suffers
rom cooling times longer than the lifetime of short-lived nu-
lei. Electron or positron cooling is currently investigated (see
or example [21]) and also seems promising for in-trap cooling
f highly charged ions. The most prominent difference between
he ion cooling scheme introduced here and electron cooling
chemes is the use of a laser-cooled plasma of ions as a stopping
edium instead of electrons cooled by synchrotron radiation.
he HCI is injected into the cold one component plasma (OCP)
tored in a harmonic potential (see Fig. 1 and the last section for
etails). The plasma provides a dense, low temperature cooling
edium of heavy, charged particles, complementary to standard

lectron cooling. Demonstrating the feasibility of the stopping
f highly charged ions in a laser-cooled OCP of ions requires
emble of N = 105 24Mg
+

ions confined in a three-dimensional
armonic potential (for a comprehensive list of the parame-
er region covered please refer to Table 1). The radial confine-
ent �radial is strong compared to the longitudinal confinement
long. In this configuration, normally found in Paul traps or
enning traps the shape of the plasma resembles a prolate el-

ipsoid of width Lradial and length Llong = αLradial. When the
utual Coulomb-energy of the ions exceeds the kinetic energy

t low temperatures, the plasma is strongly coupled, charac-
erized by a plasma parameter � = Q2

t e
2/(4πε0aWSkBTt) ≥ 1.

or larger values of � coupling increases, and the plasma can
ndergo a phase transition to a crystalline state. In the Coulomb-
rystal the ions are ordered in a regular pattern and can interact
ver a long range. The inter-ion spacing at a plasma density
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Table 1
Parameters for the molecular dynamics simulation

Integration time
�τstep (s) 10−9

Lower plasma density Higher plasma density

Common input parameters
�radial (V/m2) 2.5 × 105 3.5 × 105

�long (V/m2) 2.5 × 103 3.5 × 103

Plasma input parameters
Number of Mg+ ions 105

AMg, QMg 24, 1
TMg (K) 10−3

Input parameters for the highly charged ion (HCI)
Number of highly charged ions 1
AHCI 100
QHCI 10, 20, 30, 40

Ekin,HCI (meV) 100, 200, 300, 400

Plasma properties derived from the simulation
Lradial (m) 632 × 10−6 565 × 10−6

Llong (m) 15.8 × 10−3 14.1 × 10−3

α 25 25
nMg (m−3) 3.02 × 1013 4.23 × 1013

aWS(nMg) (m) 19.9 × 10−6 17.8 × 10−6

ωp (2π × MHz) 1.482 1.754
�Mg 814 911

nt is given by the Wigner-Seitz radius aWS = (4πnt/3)−1/3 =
(3Qte/(8πε0�radial))1/3, thus defining a typical length scale of
the system. In a strongly coupled plasma the response of the tar-
get to the projectile changes significantly compared to the case of
a weakly coupled plasma [22], because long-range correlations
between the ions are dominant.

In our discussion we frequently use the term collective re-
sponse. It denotes the response of the plasma to the projectile if
a major part of all target particles is involved, as, for example,
in a plasma wake. In this sense a plasma response due to strong
coupling of the target is a collective effect, but collective plasma
response does not require strong coupling.

2.1. The simulation model

The creation of the crystalline plasma in a controlled manner
is the prerequisite for the simulation. At the start, the N = 105

ion are placed randomly in the infinite simulation volume and
are allowed to propagate freely in the harmonic potential while
interacting with each other. Periods of free propagation alter-
nate with periods of strong cooling, until the crystal structure is
formed and the individual ion velocities are almost zero. At this
point the ion velocities are reset according to the desired tem-
perature, and the plasma is given enough time for equilibration
(see Fig. 1 for an impression of the dimensions of the crystalline
p
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of the projectile path through the crystalline plasma, while the
vertical and longitudinal dimensions are not to scale to resolve
the crystal order.

No laser cooling is included in the simulation, allowing for
direct observation of the energy dissipation in the plasma and
the development of the velocity distribution of the 24Mg

+
ions.

Laser cooling can be safely omitted as long as the relative ve-
locity vrel can be replaced by the projectile velocity vp. However
if vp approaches the thermal velocity vth this approximation be-

comes invalid since the motion of the 24Mg
+

ions is strongly
influenced by the laser.

In the simulation we concentrate on the energy loss due
to the Coulomb-interaction of the projectile with the target
ions and do not consider other means of energy loss like ex-
citation, ionization and charge exchange [23–25]. Particularly,
the ionization time in the two body charge exchange process
24Mg

1+ + 100X
40+ → 24Mg

2+ + 100X
39+

can be estimated to
several thousand seconds [26]. During the passage of the pro-
jectile the Coulomb-interaction of all particles with all particles
is computed at each time step, thus including the interaction of
target ions with both the projectile and other target ions. This
imposes a huge amount of computing power, demanding a par-
allelization of the simulation.

2.2. Simulation techniques
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lasma).
The starting point of the simulation is defined by placing

he highly charged ion near the brim of the plasma ellipsoid on
he longitudinal symmetry axis of the crystal. The HCI is given
n initial kinetic energy with only a velocity component along
he longitudinal crystal axis. After a short period the projectile
nters the plasma, experiencing subsequent deflections in its
inary encounters with the target ions. Fig. 1 shows a typical case
Systems with a large number of charged particles N are
sually treated in simulations using Ewald-summation, multi-
ole expansion or related techniques [27]. These techniques ap-
roximate the mutual Coulomb-interaction by computing the
oulomb-force for only a subset of particles, describing the in-

eraction with the remaining particles by a mean field approx-
mation. The approximations are either based on a given sym-

etry of the system or neglect long-range interactions and are
ot suitable to simulate a particle traversing through a strongly
oupled plasma ellipsoid. It is therefore necessary to explicitly
ompute the mutual Coulomb-interaction for all N particles in
he system.

One can choose to simulate stopping via Coulomb-interaction
sing either molecular dynamics or Monte Carlo techniques.
n the latter case only a small section of the entire stopping
olume is regarded, and the total stopping power is calculated
y statistically summing up the stopping power due to different
article configurations in this volume. The result gained from
his summation generally gives a statistically well-defined mean
alue for the stopping power. However, this approach fails if
he regarded volume and thus the computation time becomes
oo large, as it is the case here. Long-range interactions of the
rojectile with the target and correlations of the target ions due to
trong coupling suggest to simulate the complete system rather
han only a small volume.

Thus a molecular dynamics simulation of the stopping which
omputes the full N × N Coulomb-force terms for all particles
as chosen in the studied case. Since the computational effort
f this task grows by N2, efficient parallel algorithms [27,28]
re used to simulate our model system of NMg = 105 24Mg

+
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particles. Still it remains mandatory to minimize the number of
force calculations when integrating the equation of motion

mi

d2�ri
d2t

=
⎛
⎝ N∑

j �=i

qiqj

4πε0|�ri − �rj|3 (�ri − �rj)

⎞
⎠

− qi(�radial xi, �radial yi, �long zi) (2)

where mi, qi and �ri = (xi, yi, zi) are the mass, charge and co-
ordinate vector of the ith particle. This equation of motion is
only valid for small relative velocities and is essentially non-
relativistic.

To find the optimum balance between accuracy and computa-
tion time, we have tested several numerical integrating schemes,
including single-step Runge-Kutta and multi-step predictor-
corrector methods [27,29]. Most of these integrating schemes
are not time reversible and therefore do not preserve energy,
which is a vital constraint when simulating sympathetic cool-
ing. The simple, yet effective, Velocity-Verlet [27] algorithm
finally chosen requires only two force computations at an accu-
racy of (�τstep)4 for an integration time step �τstep = 1 ns and
is energy conserving. The chosen time step satisfies the crite-
rion �τstep ≤ �τstable ≡ (16π3ε0µb3

min/(QtQpe
2))1/2 [30] for

stable integration of collision kinematics at the minimum im-
pact parameter bmin and for the simulation parameters discussed
here we find at minimum �τstable ≈ 4 ns. Thorough checks of
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impact parameter b can be used to distinguish between these
approaches. At small impact parameters the energy loss can be
approximated by pure binary collisions, at large impact param-
eters it can be restricted to collective target response. A simple
way of combining both approaches is by writing the energy loss
dEp per length ds as the sum of the contributions due to binary
collisions and to collective effects as

dEp

ds
=
∫ btrans

bmin

d2Ebinary

dsdb
db +

∫ bmax

btrans

dEcollective

dsdb
db, (3)

choosing appropriate impact parameters bmin, bmax and btrans.
This choice strongly depends on the properties of projectile and
target [22,32], as will be discussed later. The minimum impact
parameter is determined by the maximum momentum transfer
bmin = QpQte

2/(4πε0µv2
rel). Here Qp and Qt are the projectile,

and target particle charge numbers and µ is their reduced mass.
A common choice for the maximum impact parameter is the
adiabatic screening length bmax = λad = vrel/ωp. Here vrel is
the mean relative velocity of projectile and target particles and
ωp is the plasma frequency of the target plasma [22]. In our
case this length can be as long as several hundred micrometers
and screening lengths of this size can be directly observed in the
simulation. For a target plasma of temperature Tt and constituent
mass mt the relative velocity vrel = (v2

th + v2
p)1/2 is defined by

the thermal velocity of the target vth = (3kBTt/mt)1/2 and the
p
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he energy conservation in the system reveal that the simulation
s numerically stable for the long simulation period of several
housand time steps, again proving that the integration time cho-
en is sufficiently small.

An important demand on simulating the mutual interaction
f huge numbers of particles is parallelization of the computing
lgorithm. In this study each time step requires 2N2 = 2 × 1010

omputations of the Coulomb-interaction – two for each particle
air, one at time t0 and one at t0 + �τstep. To finish the simu-
ation in a reasonable amount of time while gaining enough
nformation on both the scaling behavior for important param-
ters as well as systematic errors, it was mandatory to use high
nd computing power. Fortunately, with the combined compu-
ational power of more than three teraflops of two computing
lusters housed at our institute and the Leibniz Rechenzentrum,
omputational time could be lowered to several weeks. To ac-
uire a realistic picture of the stopping dynamics, all particle
ositions and velocities at each time step were stored on disk
or later analysis, and thus several terabyte of data storage were
equired.

.3. Modeling the stopping process

Within the linear response model [22] two approaches mod-
ling the target response to the projectile are considered, the
inary collision model and the dielectric response model.

In the binary collision model, short-range projectile–target
nteractions are described by successive binary collisions be-
ween the projectile and a target ion. In the dielectric response

odel, long-range projectile–target interactions are described
y the polarization of the plasma induced by the projectile. The
rojectile velocity vp.
If both the target–projectile and target–target coupling are

eak, the energy loss can be written for vp 
 vth as [22]

dEp

ds
= −Q2

pe
2

4πε0

ω2
p

v2
p

∫ bmax

bmin

db

b
= Q2

pe
2

4πε0

ω2
p

v2
p


C(Ep) ∝ 
C

Ep
,

(4)

ntroducing the Coulomb-logarithm 
C ≡ ∫ bmax
bmin

db
b

= ln(bmax/

min) which depends on the kinetic energy of the projectile. The
ime scale for the response of a target plasma of density nt to the
rojectile particle is given by the inverse τp ≡ ω−1

p of the plasma

requency ωp = (Q2
t e

2nt/(ε0mt))1/2. On shorter time scales the
arget response to the projectile is less pronounced and screening
ue to target particles is suppressed.

At large projectile velocities compared to the thermal veloc-
ty of the target particles the energy loss shows the typical scal-
ng dEp/ds ∝ Q2

p/Ep. As the projectile approaches the thermal
elocity the energy loss increases drastically, reaching its max-
mum for vp = vth. If compared to typical values for electron
ooling – Tt,e ≈ 103 K, vth,e ≈ 104 m/s, nt,e ≈ 3 × 1013 m−3

33] – the maximum energy loss in a laser-cooled one component
lasma of 24Mg

+
ions (vth,Mg ≈ 1 m/s, see Table 1) is roughly

dEMg/ds)/(dEe/ds) = mev
2
th,e/(mMgv

2
th,Mg) ≈ 103, assuming

imilar Coulomb-logarithms and target densities.
In two ways the linear response model is challenged in the

tudied case. First, it is unable to describe the target response
dequately, because it neglects long-range correlations between
he constituents of the target. Second, it cannot fully describe
he projectile’s motion through the plasma, especially at small
rojectile velocities, since this is affected by the internal target
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Fig. 2. Kinetic energy of a highly charged ion (AHCI = 100, QHCI = 10) during
the passage through the 24Mg

+
plasma (�Mg = 814). The insert shows a hard

collision with energy loss �E in detail and points A, B, C and D indicate
successive hard collisions. In addition those times at which the highly charged
ion is found outside of the plasma are indicated.

configuration. For a correct analysis of the stopping dynamics
it is thus vital to use a molecular dynamics simulation which
includes these effects.

Fig. 2 shows a typical example of the change in kinetic en-
ergy a highly charged ion experiences when passing through
the 24Mg

+
crystal. While energy loss due to collective effects

leads to a steady decrease in kinetic energy defining the slope
of the energy curve, hard binary collisions are characterized by
a rapid short-time decrease in the kinetic energy, followed by
an equally fast acceleration phase. In the following we will try
to analyze both energy loss processes. Due to the low statistics
imposed by the huge simulation effort we focus on the energy
loss due to collective response, for which we will present results
on stopping times.

3. Results

3.1. Energy loss via hard binary collisions

Binary collisions are accurately resolved by the simulation,
as seen, for example, at the points labeled A, B, C and D in
Fig. 2. The time intervals are well explained by successive col-
lisions of the projectile with velocity vHCI ≈ 420 m/s with tar-
get ions for an average spacing of aWS ≈ 20 �m. For a single
collision the energy loss, denoted �E in Fig. 2, will be ana-
l
e
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t

Fig. 3. The upper figure shows three stages of the binary collision denoted by
the energy loss �E in Fig. 2. The three positions of the ions corresponding to the
three stages of the collision are plotted together. Red dots: position of the highly
charged ion at (from left to right) the beginning of the collision where the 24Mg

+

ion is still at rest, the moment of closest approach and the end of the collision,
blue dots: position of its 24Mg

+
collision partner, black dots: 24Mg

+
ions in

their vicinity. The arrows indicate the direction of flight as well as the velocity.
The ion positions are shown in projection, thereby losing the depth information.
Below: development of the total energy during the collision as described in the
text. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of the article.)

24Mg
+

ion is regained by the passing highly charged ion after the
impact.

In Fig. 3 the change in Esum denoted by �Esum is plotted from
the onset of the collision to its end together with the changes in
the kinetic energy of the highly charged ion and the 24Mg

+

ion, �Ekin,HCI and �Ekin,Mg. Additionally the change �Epot in
potential energy and in the total energy of the highly charged
ion, �Esum,HCI = �Ekin,HCI + �Epot, are depicted.

Unlike in a free binary collision one finds �Esum > 0 dur-
ing the collision. The positive excess can be identified with the
binding energy of the 24Mg

+
ion in the crystal lattice. This exam-

ple shows that the simulation, unlike a simple binary collision
approach, is capable of providing insight in the full collision
kinematics.

Since the mass of the highly charged ion mHCI is comparable
to the 24Mg

+
mass mMg and fluctuations in the projectile veloc-

ity are proportional to (mMg/mHCI)1/2 [31], the energy loss in
a single, close binary collision can become significantly large
compared to the overall energy loss. Thus the summed stopping
power of few such encounters can be substantial, although only
a small number of 24Mg

+
ions experiences hard collisions with

the HCI.
These results show that a correct treatment of the energy

loss due to hard binary collisions demands a thorough statis-
tical analysis of the fluctuations in the target velocity. With
t

yzed in the following. In a pure binary collision the total en-
rgy Esum = Ekin,HCI + Ekin,Mg + Epot is conserved. When the

ighly charged ion approaches the resting 24Mg
+

the potential
nergy Epot and the kinetic energy Ekin,Mg of the 24Mg

+
in-

rease. The potential energy and the acceleration of the 24Mg
+

each their maxima at the point of closest approach, indicated
y the vertical black line in Fig. 3. The fraction of the po-
ential energy that is not converted into kinetic energy of the
 he data yet available, it is not possible to give a well based
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Fig. 4. Left: energy curve (QHCI = 40, nMg = 3.02 × 1013 m−3) overlaid with a dashed line of slope −2f . Right: the slope f of the energy curve determined by
the energy loss in collective scatterings is presented for various initial energies. The solid symbols correspond to nMg = 4.23 × 1013 m−3, the open symbols to
nMg = 3.02 × 1013 m−3. The solid curve indicates the scaling flinear ∝ Q2

HCI predicted by linear response theory.

result for d2Ebinary/dsdb. Fortunately, with the computational
power available at the Leibniz Rechenzentrum, the statistics
will be increased in the future. For increasing charge states
the simulations suggest an increase in the contribution of hard
binary collisions to the total energy loss, amounting to more
than half of the energy loss due to collective response, see
Fig. 8.

3.2. Energy loss via collective effects: stopping powers and
cooling times

Collective effects can be distinguished from hard binary col-
lisions by setting an upper limit to the kinetic energy carried
away by a single 24Mg

+
ion, equivalent to a threshold impact

parameter btrans above which binary collisions are neglected (see
[32] and Eq. (3)). Note, that not only those interactions included
in the dielectric response model, but also long-range interactions
due to correlations contribute to the energy loss.

Following Eq. (4) one finds dEp/ds = −f/Ep, where f is
the stopping power multiplied by the projectile energy. This
simple approach neglects the weak energy dependence of the
Coulomb-logarithm. In the linear response model the factor f
can be expressed as

flinear = Q2
pe

2mpω
2
p × 
C

vp
vrel−→ Q2
pe

2mpω
2
p

I
i

jectile has traveled through the target plasma. If only the overall
slope of the energy curve is considered, neglecting the influence
of the hard binary collisions, one can deduce an estimate for f as
demonstrated by the dotted line. Hard binary collisions lead to
steps in the energy curve, but do not alter the continuous slope
significantly. This slope is determined by the continuous loss due
to simultaneous interactions of the projectile with a large num-
ber of target ions, each taking away only a very small fraction of
the energy. By fitting a straight line following this general slope,
neglecting the large steps caused by hard binary collisions, one
can estimate the energy loss due to collective effects. Due to
low statistics and systematic errors in fitting a combined error
of about 20% is assumed.

These values are plotted in the right part of Fig. 4 versus
the projectile charge state. For the special case of Ekin,HCI =
100 meV and nMg = 4.23 × 1013 m−3, corresponding to the
solid square data points, the curve 0.35 × flinear is plotted as
a fit to the data points. This suggests that the stopping power
due to collective response amounts to about one third of the
total stopping power predicted by linear response theory.

The scaling of the data with QHCI and Ekin,HCI is compared
to the scaling predicted by linear response theory. In Fig. 5 all
data points are divided by the corresponding value for flinear.
Although the statistical basis of single runs in the simulation is
weak, a trend can be observed: the scaling of the energy loss
with the charge state of the highly charged ion is weaker than
e
t
d

o
l

8πε0 mp
mt 8πε0

× ln

(
1281/2πε0

QpQte2m
1/2
p ωp

E3/2
p

)
. (5)

ntegration yields E2
p = −2fs. In the left part of Fig. 4 E2

kin,HCI
s plotted versus the path length s denoting the distance the pro-
xpected. We attribute this to enhanced screening as known from
he case of electron cooling. No significant change in the energy
ependence of the stopping power is found for vp 
 vth.

If the maximum impact parameter is chosen to be bmax = λad,
ne can calculate a value for btrans. Introducing the Coulomb-
ogarithm 
r ≡ ln(bmax/btrans) and the ratio r ≡ f/flinear one
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Fig. 5. Scaling of f with charge state (left) and initial kinetic energy (right). The solid symbols correspond to nMg = 4.23 × 1013 m−3, the open symbols to
nMg = 3.02 × 1013 m−3. The values correspond to the data points found in Fig. 4.

finds btrans ≡ (bmax/bmin)1−r × bmin. With this we approximate
f by (Q2

pe
2mpω

2
p/(8πε0)) × 
r. For the case of Ekin,HCI =

100 meV, nMg = 4.23 × 1013 m−3 and QHCI = 40 we find
btrans = 0.64 × aWS with r = 0.35. Following Eq. (3) this would
suggest that energy loss due to collective response can be found
for impact parameters as low as 0.64 × aWS. The energy transfer
in a collision with impact parameter 0.64 × aWS would amount
to �E = 2Q2

t Q
2
pe

4/((4πε0)2mtb
2
transv

2
rel) ≈ 1 meV [32]. This

indicates that linear response theory might be insufficient to
give a full description of the stopping dynamics in the studied
case.

Plotted in Fig. 6 is the stopping time τstop = (2mpE
3
p)1/2/f

[31], which again only serves as an upper limit to the expected
value. Stopping times of a few 10 �s are observed for the high
charge states of interest.

A thorough theoretical treatment of the stopping due to col-
lective target response must include further analysis of screening
lengths, plasma oscillations and the influence of coupling. This
can be achieved by a detailed analysis of the energy deposition
in the plasma (see Fig. 7). Though such an analysis goes beyond
the scope of this paper, some features of the projectile’s pas-
sage through the crystal which are related to screening will be

F nd to
v

ig. 6. Stopping times for various initial energies. The solid symbols correspo
alues correspond to the data points found in Fig. 4.
nMg = 4.23 × 1013 m−3, the open symbols to nMg = 3.02 × 1013 m−3. The
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Fig. 7. Spatial distribution of the energy deposited by the HCI after passing
through the 24Mg

+
plasma. The color encoded energy values result from a

projection of the kinetic energy of the 24Mg
+

ions along the y-axis and are
presented in a logarithmic scale. The trajectory of the HCI is shown in red. The
corresponding simulation parameters are the same as in Fig. 1. (For interpretation
of the references to color in this figure legend, the reader is referred to the web
version of the article.)

discussed. From the spatial distribution of the deposited energy
one can deduce an upper limit to the interaction radius which
has to be taken into account when determining 
C. The energy
deposition of the projectile in the plasma ranges as far as several
hundred micrometers, proving the existence of long-range inter-
actions of the projectile ion with the target ions. The propagation
of the deposited energy is determined by the projectile velocity
and at early stages of the projectile’s passage through the target
plasma one finds that the flow of energy in the plasma is slow
compared to the projectile velocity. We attribute this to the long
time τp it takes the plasma to react to the projectile.

3.3. Plasma stability and laser cooling

In all simulated cases the crystalline plasma does not show
signs of Coulomb-explosion. Although the energy deposition by
the projectile is considerable, the crystalline structure is only lo-
cally disturbed. Even in the case of high initial projectile energy
and charge state the structural damage remains local, because
much of the projectile energy is deposited over the whole plasma
volume. The energy loss due to collective effects thus counter-
acts the local destruction of the crystalline structure due to hard
binary collisions and prevents a Coulomb-explosion of the target
plasma.

Fast and efficient laser cooling of the target plasma demands
that most of the target ions remain within the acceptance of the
laser force

FL(�vMg) = (�/8) × |�kL|S�3
L/((δ − �vMg · �kL)2

+ (�L/2)2(1 + S)) (6)

of typically only few 10 m/s (some 100 �eV). Typically two
counterpropagating laser beams with direction �kL are applied
for cooling, both at negative detuning δ as sketched in Fig. 8.
The strength of the resulting laser force is determined by the
saturation parameter S. Since a detuning of few �L is needed to
maintain a low plasma temperature, the velocity acceptance of
t
a
a
d
t

F (nM

a g
+

wi
h I = 10
l = 2π L L

v

ig. 8. Upper left: velocity distribution of the 24Mg
+

after the HCI has stopped

ll 24Mg
+

with Ekin,Mg > 1 meV and the total kinetic energy Elow of all 24M
atched area corresponds to QHCI = 40, Ekin,HCI = 400 meV, the other to QHC

aser beams as given in Eq. (6) (δ = 6.5 × �L, S = 3, transition wavelength λL

= ±90 m/s correspond to an ion energy of Ekin,Mg = 1 meV.
he laser force is limited if the laser frequency is not scanned,
procedure that takes considerable time and should thus be

voided. The selection of an appropriate detuning value therefore
epends on the velocity distribution of the target plasma after
he projectile has deposited its initial energy in the plasma.

g = 3.02 × 1013 m−3). Upper middle: ratio of the total kinetic energy Ehigh of

th Ekin,Mg < 1 meV. Upper right: number of ions with Ekin,Mg > 1 meV. The
, Ekin,HCI = 100 meV. Lower part: combined force of two counterpropagating
/|�k | = 280 nm, natural linewidth � = 2π × 42.7 MHz). The dashed lines at
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The upper left part of Fig. 8 shows two examples of the
final velocity distribution of the plasma ions. For a detun-
ing of δ = 6.5 × �L all 24Mg

+
ions with Ekin,Mg < 1 meV or

vMg = 90 m/s are in the acceptance of the laser force. In the

middle part the total kinetic energy of all 24Mg
+

ions with
Ekin,Mg > 1 meV is set in relation to the total kinetic energy

of those 24Mg
+

ions with Ekin,Mg < 1 meV. The total number
of the ions with Ekin,Mg > 1 meV is negligibly small as can
be seen in the upper right part of the figure. Nevertheless the
amount of the total kinetic energy carried away by these hot
ions is considerable. Further studies must show whether these
ions are sympathetically cooled by the cold ions or if a sort of
evaporative cooling can be applied.

4. Experimental realization of the cooling scheme

Inside an Electron Beam Ion Source (EBIS) atoms of interest
for precision mass measurements undergo an ionization cascade
in collisions with energetic electrons until the desired charge
state is reached after few 10 ms. The resulting ion beam consists
of an ensemble of ions of varying charge state and energy and
can be characterized by an extraction time τEBIS after which
90% of the ions are extracted. To adjust the kinetic energy of
the HCIs exiting the EBIS with an energy spread of some 10–
1
m
f
i
o

Q

c
b

i
t

i
a

τEBIS pinj (QHCI e �EEBIS/(2mHCI))1/2. For the proposed cool-
ing scheme shortening the RFQ results in shorter cooling times
for the sacrifice of a decrease in injection efficiency. This de-
crease can be compensated if shorter pulses are achieved – for
example by using fast extraction schemes [34]. Optimizing the
overall duration and efficiency of both charge breeding and cool-
ing for a specific ion of interest requires careful tuning of the
EBIS ion beam parameters to the acceptance of the RFQ cooler.

During the cooling the ions in the RFQ are trapped in a poten-
tial well URFQ(z) along the beam direction z by applying differ-
ent voltages to the electrode segments (see Fig. 9). Opposite to
the injection region of the RFQ the 24Mg

+
ions are laser-cooled

in a potential well separated from the trapping region, while the
HCI oscillate in the trapping region. When the trapping poten-
tial is raised those highly charged ions with sufficient energy
to overcome the barrier separating the trapping region from the
cooling region enter the laser-cooled 24Mg

+
plasma, which can

be detected by a change in the fluorescence of the 24Mg
+

ions.
By constantly rising the trapping potential, all highly charged
ions can be successively cooled, stored and detected in the cool-
ing region. For efficient cooling the difference in kinetic energy
between the HCI and 24Mg

+
ions should be kept as small as

possible (see Eq. (4)).
The overall storage period for all HCIs trapped depends on the

length LRFQ of the RFQ and the energy spread of the HCI beam.
W
r
t
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o
o
c
t
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t

c
t
e
p

F he tra
2 poten
t are eje
00 eV to the level where ion cooling as described above is
ost efficient, we propose the use of a segmented linear radio

requency quadrupole (RFQ) system. In such a linear Paul trap
ons are radially confined by a radio frequency quadrupole field
f frequency �RF if 0 < q � 0.9. The stability parameter q ≈

1
�

√
8Qe

m
�radial depends on the particle’s charge to mass ratio

e/m. By adjusting the strength and frequency of the radial
onfinement field, ions of different species and charge state can
e trapped and cooled together [5].

A pulsed beam of HCIs coming from the EBIS is transferred
nto the RFQ. The pulse duration, the energy spread �EEBIS and
he desired efficiency determine the length LRFQ of the RFQ.

Assuming a rectangular pulse shape one can introduce an
njection efficiency pinj determining the fraction of ions that
re trapped in the RFQ and its length is then given by LRFQ =

ig. 9. Left: sketch of the longitudinal potential gradient during the cooling. T
4Mg

+
ions are located. During the cooling the base line of the storing section

he HCIs. The laser force keeps the 24Mg
+

ions inside the trap while the HCIs
hile the length of the RFQ determines the maximum time it
equires for a highly charged ion to reach the cooling region,
he energy spread determines the overall raise of the trapping
otential with respect to the cooling region. The system can be
ptimized for either high efficiency or fast cooling, depending
n the ion of interest. For rare short-lived ions, detected in the
ooling region, the cycle could even be stopped for immediate
ransfer to the measurement trap. In this operation mode the time
or the electrostatic deceleration can be kept small compared to
he time needed for cooling and ejection of the HCI.

Those highly charged ions stopped in the plasma of laser-
ooled 24Mg

+
reside in the cooling region and must be extracted

o be transferred to the precision Penning trap. One method of
xtraction is to lower the potential at the RFQ exit leading to the
recision Penning trap while holding back the 24Mg

+
ions by

p is divided in a long trapping section and a small cooling section where the
tial is continuously raised. Right: potential configuration for the extraction of
cted.
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the laser force. If the HCIs are positioned close to the edge of
the plasma they travel along the potential gradient towards the
RFQ exit while the counteracting laser force prevents the loss of
the 24Mg

+
ions. The advantages of this extraction scheme are

two-fold. First, no reloading of 24Mg
+

ions is necessary after the
extraction of the cooled highly charged ions. Second, reheating
of the cool ensemble of highly charged ions during extraction
can be minimized by adjusting the potential gradient. Since the
laser has to counteract the potential gradient to avoid a loss of
plasma ions the potential gradient Eextract cannot be greater than
some meV per mm. Fortunately the corresponding acceleration
force Fextract = QHCI e Eextract grows with the charge state. Still,
extraction times of the ions might be constrained by shielding
effects in the cold plasma and the small potential gradient. In
the future we plan to simulate this extraction scheme.

5. Conclusion and outlook

We have shown that efficient stopping of low energy highly
charged ions in a one component plasma of laser-cooled 24Mg

+

is possible, providing cooling times of a few 10 �s once the ion
is prepared at sub-eV energies. Many important properties of the
stopping process can be modeled using classical linear response
theory. Nevertheless, the determination of absolute values for
the stopping power requires a well-justified definition of the
c
d
s
a
a
t
t
w
o
p
r
s
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S. Stahl, J. Verdú, T. Valenzuela, G. Werth, Eur. Phys. J. D 22 (2003)
163.

[4] G. Gabrielse, X. Fei, L.A. Orozco, R.L. Tjoelker, J. Haas, H. Kalinowsky,
T.A. Trainor, W. Kells, Phys. Rev. Lett. 63 (1989) 1360.

[5] U. Schramm, D. Habs, Prog. Part. Nucl. Phys. 53 (2004) 583.
[6] D.J. Larson, J.C. Bergquist, J.J. Bollinger, W.M. Itano, D.J. Wineland,

Phys. Rev. Lett. 57 (1986) 70.
[7] P. Bowe, L. Hornekær, C. Brodersen, M. Drewsen, J.S. Hangst, Phys. Rev.

Lett. 82 (1999) 2071.
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